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 الملخص
 باسددتا ا  الط يلدد  العظددا  كسدد   عدد  للكشدد  آليددا   نظامددا   العمدد  هدد ا فدد  الباحثدد  تقدد       

 تشدداي  إجدد ا  يعتبدد  التشدداي   لأغدد ا  السدديني  الأشددع  مدد  المددوا    السدد ي ي  الصدد  
 أ  طبيعيد  أنهدا على الص    ه ه لتح ي  ع ام  على بنا    للغاي  حاسم  اط   العظا  كس  
 يحدد   مددا غالب ددا العظددا   كسدد   عدد  للكشدد  يقضددي  الدد    ال قدد  الجهدد  لتدد في  طبيعيدد  غيدد 

 أظهد   فقد  ، لد   مد  الكسد    مثد  عاليد  ب ق  النا    الأم ا  الم  ب    الأشع  أاصائ 
 مد  الع يد   جد   مد  السديني  الأشدع  قد ا   عند  أند  مدا شدا   ق  فحص  الت  الااتبا ا 
 مهد   العظدا  لكسد  الد قي  التشداي  الحدالا   بعد  فد  الاطدو معد   ي تفد  قد  ،الأاطدا 

 الدددنم   ا ا زميددد  (HOG) البيانيددد  للماططدددا  الم جهددد  التددد  جا  ا ا زميددد  اسدددتا ا  يدددت 
 ،ماتلفددددي  مصددددنفي  ال  اسدددد  هدددد ه اسددددتا م  الميددددزا   لاسددددتا ا  (LBP) المحلدددد  الثنددددائ 

 Support Vector) (SVM) للألددد  ال اعمددد  المتجهدددا  مصدددن  هددد  الأ   المصدددن 

Machine)،   الشددعاع  الأسددا  ندد ا   الدد  ادد   مدد  ٪85 97 إلددى تصدد   قدد  يدد ف   الدد 
(RBF)  الطبقددا  متعدد   الإ  ا  مصددن  هدد  الثددان   المصددن (MLP( )Multilayer 

Perceptron)،   مدد  المصددنفا   قدد  مقا ندد  تددت  ثدد  ،٪15 99 إلددى تصدد   قدد  يعطدد   الدد 
 بنسدددب   قددد  أعلدددى لددد يها الطبقدددا  متعددد   الإ  ا  ا ا زميددد  فددد   ، بالتدددال  الدددبع   بعضدددها
 LBP باسدتا ا  MLP مصدن  اد   مد  النتدائ  أفضد  علدى حصلنا لق  بالمائ   15 99
 15 99   35 98  100 بنسددب   ال قدد   الن عيدد  الحساسددي  مثدد  النتددائ  أفضدد  حقدد  الدد  

 فددد   ئيسدددي  مشدددكل  الط يددد  المددد   علدددى العظدددا  كسددد   معالجددد  تعددد  ،لددد ل  نتيجددد  بالمائددد  
 أ  يمكددد  الكمبيددد ت  بمسددداع   الج يددد  الكسددد   اكتشدددا  ب ندددام  أ   يقتددد   ، الأشدددع  العظدددا 
 الط ي   الم   على العظا  فق ا  مااط  تقلي  ف  يساع 

 العظدددا  كسددد   عددد  للكشددد  الكمبيددد ت  علدددى قدددائ  نظدددا   اكتشدددا  مناقشددد  الأط  حددد  تقددد   
 الملفدددا  لتحميددد  ب مجددد  كدددو ا  اسدددتا ام  تددد   الددد   ،MATLAB ب ندددام  ب اسدددط  الط يلددد 
 الص     معالج 

 أج يدد   التدد  بددالبح   الصددل   ا  للأنشددط  ثاقبدد  نظدد   تدد في  هدد  العمدد  هدد ا مدد  الغدد   
 باسدددتا ا  الط يلددد  العظدددا  كسددد   عددد  الكشددد  نظدددا   الباحثددد  اقت حددد ، لددد  إلدددى بالإضددداف 
 المصدددنفا  عددد  مددد جز  لمحددد   الباحثددد   كددد   ، لددد  علدددى عددد    بالحاسددد    مددد ع   ب ندددام 

 الط يل   العظا  كس   ع  الكش  ف  المستا م 
  آل  ،مصنفا  ،طبيع  غي  ،طبيع  ،الط يل  العظا  كس   ع  كش  المفتاحية: الكلمات



 م2022ر ـــايـــ(، ين1دد)ــــــلعا(،  5د)ـــــالمجل       بيقية     ـة والتطــانيــوم الإنســعيد للعلـــة الســلـمج  

 

236 
 

  Najat Al-Shara'abi, Dr. Nashwan Al-khulaidi          Long Bone Fracture Detection… 

Long Bone Fracture Detection By Using 

Image Processing and Machine Learning 
 

Najat Abduh Hezam Nagi Al-Shara'abi 
 

Supervised by 

Dr. Nashwan Ameen Abdulwahab Al-khulaidi 
 

Abstract 
     In this work, the researcher presents an automatic system to detect 
the presence of long bone fractures by using clinical images obtained 
from X-Ray for diagnostic purposes. The procedure for the diagnosis 
of the bone fractures is considered to be a very critical step based on 
factors to identify this image as normal or abnormal to save the effort 
and time spent to detect bone fractures. Trained radiologists often 
identify rare diseases with high accuracy such as fractures. However, 
tests examining the accuracy of someone have shown that when 
reading X-Rays with several errors, the error rate may rise in some 
cases. Accurate diagnosis of the bone fraction is important. The 
Histogram Oriented Gradients (HOG) and Local Binary Pattern 
Algorithm (LBP) are used for features extraction. This study used two 
different classifiers. The first classification is Support Vector Machine 
(SVM), which provides accuracy of 97.85 percent by Radial basis 
kernel function (RBF) and the second classifier is Multilayer 
Perceptron (MLP), which gives accuracy of 99.15 percent, then the 
accuracy of the classifiers are compared with each other. 
Consequently, Multilayer Perceptron algorithm has the highest 
accuracy of 99.15 percent. We obtained the best results by MLP using 
LBP which has the best results as Sensitivity, Specificity and 
Accuracy are 100, 98.35 and 99.15 percent. As a result, long-term 
bone marrow transplantation is a major problem in bone and 
radiology, and it is suggested that a new computer-assisted discovery 
program could help reduce the risk of long-term bone detection loss.  
 The study presents a discussion and discovery of a computer-based 
long bone fracture detection system by MATLAB, that had been used 
as the programming tool for loading files, image processing.  
 The purpose of this work is to provide insight into the related 
activities of research conducted. In addition, the researcher proposed 
long bone fraction detection system by using a computer-supported 
program. Furthermore, the researcher has mentioned a brief overview 
of classifiers used in the detection of long bone fractures. 
Key words: long bone fraction detection, normal, abnormal, 
classifiers, machine learning. 
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Introduction 
     The discovery of X-Ray images in emerging health care systems is 
an important task. The automatic detection of fractures from an X-Ray 
image of the bone allows a straight line of the affected skeletal 
structure to be removed by a broken line of long bones occurring in a 
fractured area with an irregular (uneven) or spaced line. Fracture of 
the bone marrow is a common health problem, requiring immediate 
care. Large number of men and women suffer daily from osteoporotic 
or long fracture bone. Automatic detection of cracks can help doctors 
and radiologists by monitoring cases and sending suspects cases of 
experts from nearby tests, since fractures can occur in two ways, one 
method may not be enough to accurately analyze the different types of 
fractures. In bones such as the hummers, radius and ulna, femur, tibia 
and fibula, fractures of the long bones often refer to injuries. 
Donnelley et al [1] proposed a CAD system for the detection of long 
bones using a scale--based measurement method, parameter 
measurements using Hough transform, diathesis classification 
followed fracture detection using gradient analysis. Separation, a 
frequently used data mining method, has also been widely used to 
detect the presence of fragments of the past few systems. Such 
systems include various features (such as form, texture, and color) 
based on X-ray images and moving machine learning algorithms to 
differentiate fractures [1]. Bone formation (bone analysis) to measure 
texture and statistical analysis of high order of fracture detection. In 
this study we have proposed a long bone fracture detection system by 
using computer supported program. The purpose of this study is to 
provide insight into the related activities of the research conduct. In 
addition, the researcher proposed long bone fraction detection system 
by using computer support program and mentioned a brief overview 
of classifiers used in detection of long bone fractures.  
 

Problem Background: 
     Diagnosis supported by computers is a warm field of research. It is 
highly desirable to have devices with the potential to provide a highly 
accurate diagnosis using little resources. One type of such systems 
relies on clinical images to provide instant diagnosis based on certain 
discriminative features extracted from the images after they have been 
processed for noise reduction and improvement. We are proposing a 
system in this paper Which consisting of improvement. (either 
individually using bagging and boosting techniques or as a team using 
stacking and voting techniques). Mena et al [3].  
consider the issue of imbalanced data sets in medical diagnosis and 
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propose a rule-induction algorithm. This research addresses the issue 
of identifying X-Ray fractures in the long bone. Two techniques are 
being developed for the step of image pre-processing and 
classification by using the Neural Network classifiers, an accuracy 
rate approaching 96 percent is achieved. These findings are extremely 
encouraging as a first attempt at this issue. There is still field for 
improvement in the future [2]. 
 

Problem Statement: 
     Through the study and diagnosis ways for bone fractures using 
traditional methods, it has shown the there are four difficulties faced 
by doctors during the diagnosis of bone fractures are as follow: 
1- There are some wrong diagnoses. 
2- A little experience with doctors and radiologists in the Current 

situations. 
3- Needed for large time in bone fractures analysis by doctors. 
4- The manual identification is not fast, accurate and efficient. 
 

Research Aim:  
     This study aims to detect whether there is a broken bone by 
developing a system with computer-assisted automated detection of 
long bone fractures using image processing algorithms. The study was 
carried out on much group of long bone CT images including the arm, 
shoulder, leg and hand. The study value is to take methodological 
steps to identify or analyze the existence of a broken bone, It also use 
Artificial Neural Network (ANN) technology to improve the accuracy 
of images taken to diagnose and detect bone fractures and to save the 
effort, time and cost to detect bone fractures. The program capable to 
overcome the difficulties faced by physicians during diagnosis, and to 
provide a clear sight for clinical bone fractures, which usually 
improves diagnostic performance and reliability and increases 
accuracy. 
 

Research questions: 
The study tries to answer the following questions: 
1- What is the difference between a current fracture system and a 

computer-assisted computer? 
2- What is the current type of orthopedic program used by the Yemeni 

Ministry of Health? 
3- What are the requirements to use the computer-assisted computer 

program in Yemen? 
4- What is the suggestion for improving the use of computer support 

program in Yemen? 
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5- What electronic services can be provided by computer-assisted 
computer programs in Yemen? 

6- How can you use a computer program to locate a bone marrow 
transplant? 

 

Research Objectives: 
Some objectives used by the system are as follows: 
1- Identify bones and separates. 
2- Reduce the time required to diagnose fractures to overcome some 

problems. 
3- Search for the best way to detect fractures with machine learning 

technology by using algorithm for training and testing. 
 

Research Justification (Significance): 
     The importance lies in human ability to recognize the long bone 
fracture detection systems are one of the main topics to study the 
fields of computer vision and Machine Learning. 
1- The importance lies in the needed of application the long bone 

fracture detection systems, human-computer interaction. 
2- This study evaluates the performance of algorithms and creates a 

flexible and easy to use system by user. 
3- System provides a very good accuracy and save time and effort. 
 

Research Scopes: 
     This Research focuses on the develop a system that implements 
computer-assisted automatic bone fractures detection in Yemen for 
applying Information Technologies (ITS). 
The Research is one of the of Information Technology field (IT) as 
follows: 
1- The used X-Ray images are collected from some hospitals 

especially Al Safwa Hospital. 
2- Use the Matlab for bone fracture system analysis  
3- Use the Matlab for MLP and SVM classifiers development, 

training and testing. 
 

Research Terminology: 

1- Histograms of Oriented Gradients (HOG) algorithm: 
     Histograms of Oriented Gradients (HOG) is one of the more 
popular methods used today in human detection applications [3]. A 
detection window slides across an image frame wherein a grid of cells 
is created. The gradients of the pixels in each cell are then used to 
create a histogram of edge orientations [4]. The final product of the 
HOG is a feature vector which consists of the all of the feature 
descriptors in the image. The larger the amount of bins, the more 



 م2022ر ـــايـــ(، ين1دد)ــــــلعا(،  5د)ـــــالمجل       بيقية     ـة والتطــانيــوم الإنســعيد للعلـــة الســلـمج  

 

240 
 

  Najat Al-Shara'abi, Dr. Nashwan Al-khulaidi          Long Bone Fracture Detection… 

detail the histogram will contain. A balance must be made between the 
amount of desired detail and the size of the feature vectors [5]. 

2- Local Binary Pattern (LBP) algorithm:  
     LBP is a global texture-based features descriptor introduced by 
Ojala in 2002 [6] and LBP features labels the pixel value by threshold 
the neighborhood of each pixel and analyze the outcome as binary 
numbers. The feature descriptor algorithm allows better handling the 
scale changes and occlusion. Also it a simple algorithm that are used 
for feature extraction from hyper spectral image. Also it was powerful 
descriptor for feature extraction and improved the classification 
accuracy by classifiers using [7]. 

3- Support Vector Machine (SVM) classifier: 
      Support vector machine (SVM) is a type of supervised learning 
method, capable of performing both classification as well as 
regression. The idea is based on the non­linear mapping of vectorized 
input data to very high dimensional feature space. Following that a 
linear decision hyperplane is generated in the features space, nearest 
to the extreme samples in the dataset. The decision hyperplane is also 
called the decision boundary [8]. 
  

Related Work (Review of Related Literature): 
     Artificial Intelligence (AI) is used in various applications. 
Automatic medical diagnosis was introduced in the early 1970s in the 
form of a tree analysis solution [9], in which details were organized 
into a tree-like structure for easy search purposes. The simplest 
implementation of automatic diagnostics using some.  
 Neural network complexity have drawn by the number of input 
parameters and the communication factors between the layers of the 
neural network.  
 

The related activities described in this work, focus on fracture 
detection methods using X-ray images by Machine Learning. Other 
related computer-focused activities (feature extraction Techniques) 
The computer-assisted viewing techniques include image-and-element 
separation and feature-removal in image sources. The classifiers used 
in my study are Support Vector Machine (SVM) and Multilayer 
perceptron (MLP), but researchers were used the different of 
classifiers in the past as show in the related literature. 
 

Previous Similar studies: 
The researcher summarized some Previous Similar studies as follows: 
 

- Fracture Detection by Machine Learning: 
Brahim A. et al (2019) [10] introduced the CAD program for early 
knee detection of Osteo Arthritis (OA). The system uses knee X-ray 
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imaging and learning algorithms to detect. X-ray images are like that 
processed using Fourier _filter on the Fourier domain. The selection 
of the extracted elements was done using Independent Component 
Analysis (ICA), which is a method of reducing the size. These 
selected features are provided to the Na five Bayes and classifiers 
random forest OA forest acquisition authors The authors obtained 
82.98% accuracy using 1024 X-Ray images [10, 11]. 
 

The authors in [33] (2018) introduced a computer-assisted diagnostic 
system that combines two methods. The First Hough transform 
fracture detection (HTBFD) method, which uses an unsupervised 
learning method using abnormal c-mean blocking and detection of 
bone marrow transplantation. The second method involves the 
acquisition of a Gradient based fracture detection (GFBFD) feature 
that uses a supervised learning method. Gradients are extracted using a 
window search. The authors found a better performance of the GFBFD 
method with 88% accuracy compared to the HTBFD method [12]. 
 

Donnelley, M et al (2016) [31] recommended a Computer Aided 
Diagnosis (CAD) system for detecting permanent fractures during X-
ray examination by medical professionals. The system consists of long 
bone detection, parameter measurement, diaphysis separation and 
fracture detection using gradient analysis.  
     In the discovery of a long bone marrow, the features are extracted 
using a morphological scale space. The parameter measurement does 
not include areas of long bone formation using Hough Toggle to get a 
straight line. Straight line boundaries are used to mark formation 
areas. In the dividing phase of the diaphysis, the line between the 
bones is cut. Gradients are drawn on a straight line obtained. Fractures 
are obtained based on the direction of a specific line in the normal 
lines. If a certain line corresponds to a normal line, then it is 
considered non-breaking. However, lines with large gradients that do 
not match the edges of the bones indicate something unusual, that's 
why the line is broken. The authors obtained an accuracy of 83% 
acquisition of the proposed CAD program [13, 1]. 

The classifiers used in my study are Support Vector Machine 

(SVM) and MLP: 
The researcher discussed similar studies that are used the same 
classifiers in her study as follows: 
Memon et al (2020) [8] presented a study of the problem of detecting 
abnormality in forearm X-rays, Main preprocessing techniques are 
applied in this system, canny edge method is used to identify the ROI 
and intensity based detection is used to determine the abnormality. In 
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addition, different group of features are extracted, then SVM 
Classifier is used, afterthat, invisible 40 images have been tested and 
achomplished 85.7% accuracy, 90 images have been trained and the 
93.5% accuracy has been achomplished in this system [8]. 
 

He, JC et al (2019) [14] introduced the process of finding the 
divisions that divided the problem into smaller problems. Minor 
problems lie in the SVM kernel space. The training process trains two 
SVMs, such as each small problem can be solved by a special SVM, 
so a SVM management team is created. The test results obtained show 
that the SVM management category works better than a single SVM. 
In addition, performance has been shown to improve the accuracy and 
reliability of SVMs [14, 15]. 
 

The authors of [16] (2018) presented a study of a model designed to 
predict the type of fracture in X-ray images. There are two types of 
elements considered by the authors, namely the removal of the feature 
and the composition. The layout elements connect to the Hough 
Transform feature release, while the text elements are extracted using 
HOG. Exposed structural features mean higher Hough Transform 
values and standard deviations of higher Hough Transform values. 
text features include image brightness, strength, homogeneity and 
blending [16]. 
 

Sharmila S. .et al [17] (2015), were presented a machine learning 
based system for automatic detection and classification of fracture 
types in long bones using x-ray images. Several image processing 
tools like corner and edge detection were used to extract useful and 
distinguishing features. In the classification and testing phase, SVM 
classifier was found to be the most accurate with more than 78% 
accuracy under the 10-fold cross validation technique. This paper 
deals with the automatic detection and classification of fractures in 
long bones using various image processing techniques and machine 
learning algorithms. The paper primarily focuses on diagnosis of x-ray 
images [17]. 
The authors of [18] (2013) described the mechanism for the detection 
of bone fractures in the femur in the femur and radius. The system 
consists of a combinational approach. The First step of the system is 
to pre-process the input by extracting features, namely Gabor texture, 
Markov Random Field texture and intensity gradient. The classifiers 
implemented for testing are Bayesian classifier and Support Vector 
Machine (SVM). From experimental results, the combined approach 
improved the detection rate of bone fractures as well as the classification 
accuracy compared to a single classification approach [18, 19]. 
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Umadevi, N. et al (2012) [9] introduced a multi-segmentation system 
that finds fractures in the long bones (especially the tibia). Features 
used by the system texture and shape. The program uses two different 
classifiers, namely Back-Propagation Neural Network (BPNN), K-
Nearest Neighbor and Support Vector Machine (SVM). Each 
classifier is trained with different data sets. Fusion Election was 
adopted as a voting system for the decision-making process. The 
decision made by the system is binary. It indicates whether the 
fracture is present or not [9]. 
 

Alzohairy, T. A. et al [20] (2012) present a new date fruits sorting 
system using artificial neural networks (ANN). The aims of this study 
are to define a set of external quality features from the shape and color 
for different types of date fruits and to examine the effectiveness of 
the neural network models for image classification. In the experiments 
for performance evaluation the neural networks achieved a recognition 
rate equal to 87.5% and 91.1% respectively for MLP with 
backpropagation and RBF [20].  
 

Mahendran. S and et al (2011) [21] described a study conducted to 
test the effectiveness of single classifiers. The classifiers used in the 
study are Back-Propagation Neural Network (BPNN), Support Vector 
Machine (SVM) and NB (NB classifiers. Brightness, Similarity, 
Power, Entropy, Mean, Variance, Standard Intersection deviations, 
Gabor orientation (GO), Markov Random Field (MRF) and gradient 
direction (IGD) are factors considered in the evaluation of each 
classifier.  
     Metrics are used to assess the performance of each classifier 
sensitivity, specificity, fair amount of guessing, poor guessing value, 
accuracy and duration. The authors found that fusion classifiers 
improve discovery capacity. In addition, the results showed that the 
combination of SVM and BPNN received excellent performance [21]. 
The authors of [22] (2011), proposed a four-step system that uses 
fusion separation techniques to facilitate the detection of fractures 
specifically for the skeletal bones (tibia). The four steps include 
processing, dissection, defect removal and bone detection. The two 
classifiers during the fusion Classifiers are Support Vector Machine 
(SVM) and NB Classifiers (MLP). In an effort, the authors claim that 
the proposed four-step plan reflects significant development in terms 
of detection rate and severity rate [22]. 
 

The authors in [23], (2011) proposed a system based on Artificial 
Neural Network (ANN) for bone marrow detection. The system is 
designed to accept X-ray images as its objects. Images are enhanced 
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using pre-processing techniques. The ANN module is trained using 
advanced X-ray images. "True Detection Rate" and "False Detection 
Rate" are used to test system performance. The results obtained by the 
authors of the proposed program showed that the program was 89% 
successful [23]. 
 

- Related Studies in Feature Extraction Techniques: 
The authors of [24] (2018) proposed a process to remove the edges 
feature of X-ray images using the Simplified Gabor Wavelet 
Transform. Gabor Wavelet Transform is a project built on the basis of 
Fourier Transform. It is often used to extract time and quantity 
information from a given signal [44]. In the proposed model, the 
Simplified Gabor Wavelet Transform is used to extract features from 
the edges. The use of the Simplified Gabor Wavelet Transform has 
been selected for comparison with the standard Gabor wave, which is 
more complex and does not appear to be useful for real-time 
applications [24, 25]. 
 

Ye, W. and all [26] (2018) presented a study for a face recognition 
method based on the dense grid histograms of oriented gradients 
(HOG). In addition, The HOG features are extracted EXACTLY 
based on non-overlapped grid face images FOR EACH PERSON, the 
performances of face recognition according to different parameters in 
this method. Moreover, The performances are compared with the two 
populist local feature description methods of the Gabor and LBP [26]. 
 

In [27] (2017), the authors analyzed a series of image processing 
algorithms for the classification of osteoporosis. The classification 
utilises K-Nearest Neighbors (KNN), whilst feature extraction uses 
the HOG technique. There are eight distinct features extracted from 
the X-ray images using the GLCM technique, namely mean co-
occurrence matrix, standard deviation, entropy, angular second 
moment (ASM), energy, contrast, homogeneity, and dissimilarity. The 
authors obtained a 97.83% accuracy for the assessment osteoporosis 
from the complete implementation of the KNN and GLCM extracted 
features [27]. 
 

The authors of [28] (2016) used the discovery of the canal of Canny 
for photography. The proposed program includes image enhancement, 
image classification and feature removal. Feature releases are based 
on line detection by the Hough Transform process. Canny's edge 
detection is used for image separation to ensure focus on ROI. The 
straight lines obtained by the Hough Transform are used as elements 
of the break detection. Both distance and angle are used to represent 
the line. This is used to detect fractures, where distance and angle are 
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analyzed. A line is found to be cracked if the line angle is less than 85, 
and unbroken lines have a range between 85 and 90 Authors tested the 
system using 21 X-ray images, where the detection of the system is 
90%, but the system has a low detection rate where it can only find 3 
broken images in 5 broken images [28]. 
 

Sahin, F et. al [5] (2016) presented a new method to determine 
partially obscured humans by collecting features detected in RGB, 
depth, and thermal images. Moreover, the HOG features extracted 
from the three image types, which provided a very useful group of 
data to detect obscured humans usefully. In addition, The multi-layer 
classifier that was created achieved a high level of accuracy when 
tested against untrained data. The multi-layer classifier had a much 
tighter standard deviation and fell within the band of the SVM thermal 
classifier [5]. 
 

Alessandro S Martinse et. al [29] (2016) were presented a new 
method based on the association among curvelet transform, LBP, 
feature selection by statistical analysis and distinct classification 
techniques, in order to support the development of CAD systems for 
cancer breast tissues [29]. 
 

In [30] (2015), the authors presented a model for the analysis of the 
texture and identification of lower extremity bones in X-ray images. 
The model is made up of two main components. Elements use HOG 
and K-Means merging techniques for texture analysis. The features 
extracted using the HOG process are: brightness, blending, strength 
and homogeneity. The K-Means compilation process is used to 
classify X-ray images as broken or unbroken based on extruded 
images. It does this by analyzing each point given in the excerpt. The 
authors reported 80% accuracy of system partition, of which 10 
images were used for testing [30]. 
 

Vijayakumar, R et al (2013) [31] proposed an autoimmune algorithm 
for detecting bone fractures in X-ray images. The algorithm uses HOG 
to extract a feature to find the slope. The outputs are: comparison, 
local homogeneity, duration of contrast, entropy, adjustment, 
variability, and scale. Fragmentation and non-fragmentation is 
performed based on HOG parameters. The authors reported 87% 
accuracy of detection [31]. 
 

The authors Yang, F et al (2013) [18] suggested a procedure to 
exclude a feature based on greyscale histograms for the diagnosis of 
advanced esophageal cancer. The proposed process consists of two 
main steps, the first of which is image processing followed by the 
removal of a feature from the greyscale histogram and the finally 
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Bayes discriminant used for verification of differentiation capabilities 
in extracted features.  
     Image processing converts RGB images into greyscale, as well as 
removing audio objects introduced by external interference. The results 
of the precision classification obtained using extracts were 66.7% of 
preventable esophagus cancer and 86.7% of ulcerative colitis [18]. 
 

In [32] (2012), the authors studied texture feature extraction in X-ray 
chest images. The study is conducted by first processing the X-ray 
images using histogram equalisation and morphological filtering, which 
improves both the contrast and SNR of the image. The texture features 
are extracted from the processed image. The authors indicated that the 
precision and recall accuracy of utilizing texture feature extraction is 
85.32% and 85.56% retrieval accuracy, respectively [32]. 
 

The authors in [33] (2011) proposed a novel CAD system for the 
detection of long bone fragments using X-ray images. The system uses 
GLCM to locate and extract the element from X-ray images. The 
extracted features include the strength and contrast of the X-ray image. 
These factors are considered to be the parameters for the detection of the 
presence of a fracture. A set value of 0.95 of the GLCM generated 
parameters is used for the separation of cracked and non-broken X-ray 
image. The accuracy of the authors is 86.67% [33]. 
 

Research Methodology: 
     The proposed methodology presented in bone fractures detection 
that returns the proper an accurate result as shown in the following: 
1- X-Ray image: the images that are taken from X-Ray machine for bone. 

2- Pre-processing: plays very important role in this system. It uses some 
method to remove noise. 

3- Feature Extraction: is the Extracting the most important features from 
X-RAY images for the bones. 

4- Classification: classification the bone fractures X-RAY images as the 
non-fracture bone or the fractures bones. 

 

 

 

 

 

 

 

 

 

 
Figure 1: Block diagram of the proposed method 
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Research method: 
     As a result of the nature of the current research aimed to identify the 
application of long bone fraction processing technology in Yemen and 
the development of Electronic Medical Diagnostics in Ministry of Health 
in Yemen. The Researcher uses qualitative and descriptive analytical 
methods through surveying, test, interview (telephone interview) and 
observation by return the related literature.  
 

Research tools: 
     Scientific Research tools or instruments are Multiple, which used to 
collect the information and data that are necessary to answer the 
questions of members of the study community. The study tools include 
observation, interview, test, survey, brain storming, consultation, review, 
experiment, design, document and scale. But the researcher used the 
observation, interview, test and survey, because which are the most 
suitable scientific research tools, that suitable to the study data and 
achieve the objectives of the research to obtain information, images and 
documents related to a specific situation by return the related literature. 
The research will invent tools by return the related literature, then the 
reliability and reliability of the tool will be checked by getting reliability 
from experts. 
 

Research procedures: 
     After the researcher obtained a letter from the research supervisor, she 
collected the long bones images, then data analyzed and extracted for results. 

Proposed Modle of long bone fracture detection system (General 

Alogrithm): 
 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

Figure.2: Proposed Model of long bone fracture detection system 
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Proposed Model of long bone fracture detection system 

(Methodology Overview): 
    The proposed approach is divided into five steps with the aim of 

constructing a predictive model. Which is for the system of long bone 

fracture detection based on radiology as follows: 
 

 - Read Image from Dataset (Data Description):  

     Collecting image data, that is reading from the X-Ray machine. 

This study was conducted with dataset collected from Al-Safwa 

General Hospital, dr. Ghazi Alariqi (orthopedic specialist) classified 

the X-Ray images into broken images and non-broken images. The 

database consists of 1170 images, 565 images of broken bones 

(Abnormal). The remaining 605 images belong to normal bones. The 

collected dataset is divided into 936 images for training phase and 234 

for testing phase. 

- Image preprocessing: 

     Pre-processing plays a very important role in this process. It uses a 

certain method to erase the noise. The colored picture was are 

processed by system. If the image is already in the gray scale, then 

there is no need to convert it to a gray scale. The system can also 

accept color images. If the input image is color or RGB format, then it 

will convert to a gray scale. Simply processing is nothing but the 

removal of unwanted data or objects from images. only. 
 

- Feature extraction: 

     Extraction of the image features by using Histogram Oriented 

Gradients (HOG) and Local Binary Pattern (LBP) algorithm 

generally. The 36 attributes are extracted for each image by HOG 

algorithm. In addition 59 attributes are extracted for each image by 

LBP algorithm. 

 
Figure 3: The long bone fracture detection System Overview 
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The features are extracted for the long bone fracture detection 

system by using HOG: 

    The 36 features that are extracted by using HOG algorithms. HOG 

Features apply classification on HOG features as general features. 

The features are extracted by using HOG algorithm, this algorithm are 

applied on 1170 instances as follows:  

1- HOG features that extracted 36 features (attributes). 

2- The more effective set of features (attributes) are selected by using 

chart as Attribute Evaluator. 

3- Two different classifier methods SVM and MLP are used for 

classification.  

We take some of the bone images as examples of extracting the 

features using the HOG algorithm. Consequently, the 36 features are 

extracted for each image as follows:  

First: take one of the normal bone image as example of extracting the 

features using the HOG algorithm. Consequently, the 36 features are 

extracted for image in the following chart (see figure 3.6), it shows the 

value of each the original feature for the selected image. 

 

Figure 4: Graph is illustrating the original features which are extracted by 

using HOG for the normal bone image (the non-broken bone image). 
 

From above figure, the curve is constructed using the original features 

for one image in the long bone fracture detection system. 

Consequently, 36 features are extracted by using HOG algorithm for 

the normal bone image.  

Second: Take one of the Abnormal bone image as example of 

extracting the features using the HOG algorithm, consequently the 36 

features are extracted for image in the following chart (see figure 4), it 

shows the value of each the original feature for the selected image. 

 

The non-broken 

 bone image 
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Figure 5: Graph is illustrating the original features which are extracted by 

using HOG for the Abnormal bone image (the broken bone image). 

From above figure, the curve is constructed using the original features 
for one image in the long bone fracture detection system.   

2- Local Binary Pattern (LBP) algorithm:  

- The features are extracted by using LBP: 
     The 59 features that are extracted by using LBP algorithms for 
each image. LBP features apply classification on LBP features as 
general features.  
The features are extracted by using LBP algorithm. This algorithm are 
applied on 1170 instances as follows: 
1- LBP features that extracted 59 features (attributes) for each image. 
2- The more effective set of features (attributes) are selected by using 

chart as Attribute Evaluator.  
take one of the normal bone image as example of extracting the 
features using the LBP algorithm. Consequently, the 59 features are 
extracted for image in the following chart, it shows the value of each 
the original feature for the selected image. 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6: Graph is illustrating the original features which are extracted by 

using LBP for the normal bone image (the non-broken bone image). 
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From above figure, the curve is constructed using the original features for 

one image in the long bone fracture detection system. Consequently 59 

features are extracted by using LBP algorithm for the normal bone image. 
 

Classification: 

     Classification and predictive model building using Machine 

Learning, especially using classifiers such as Support Vector Machine 

(SVM) and Multilayer Perceptron (MLP). The important step of CAD 

system is classification. The purpose of this step is to group and 

classify bone images as normal and abnormal (broken bone) based on 

the selected features by using two classifiers such as SVM and MLP. 

Support Vector Machine (SVM) is utilized which is powerful 

supervised machine learning techniques for classification and 

regression. SVM has a lot of kernel functions such as linear, radial 

basis kernel function, Quadratic kernel function and others types of 

kernel functions. In this work, radial basis kernel function gives the 

best performance (accuracy), among other SVM kernel functions in 

the bone fracture Classification. The basic phases of supervised 

classification contains feature execration, classification, training, 

performance and testing. The two classifiers are SVM and MLP which 

are both non-linear feedforward neural network with training, The 

purpose of this classification is to group and classify bone images as 

normal and abnormal bone (broken bone). 

Where: 

CLASS A: Normal (Non Fracture Bone)         0 

CLASS B: Abnormal (Fracture Bone)              1  

The two classifiers are Support Vector Machine (SVM) and 

Multilayer Perceptron (MLP), which are used in the training and 

testing phase for classification. The purpose of this classification is to 

group and classify bone images as normal and abnormal (broken 

bone). 

I as researcher, summarizes each classifiers separately as follows: 

1- Support Vector Machine (SVM) classifier: 

    The SVM classifier is used to train the image that extracted its 

features by two algorithms, Which are the Histogram Oriented 

Gradients (HOG) and local binary pattern (LBP) algorithms, 

classifying the broken bone images, which are two classes as normal 

or abnormal bone image class (class A, class B), also this classifier is 

used in the testing phase to test the image that extracted its features by 

LBP algorithm, then the researcher summarizes each method 

separately as follows: 
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- Support Vector Machine (SVM by HOG): 

     The Support Vector Machine (SVM) classifier is used to train the 

image that extracted its features by Histogram Oriented Gradients 

(HOG) algorithm, which extracted 36 features. The SVM classifier is 

used with all its types for the kernel functions, which are linear, 

quadratic, radial basic and polynomial kernel function, classifying the 

bone images, which are two classes as normal or abnormal bone 

image class, the performance results are different values of accuracy, 

sensitivity and specificity for each type. Consequently, the best result 

is in the SVM classifier that used the polynomial kernel function. 

- Support Vector Machine (SVM by LBP): 
     The SVM classifier is used to train the image that extracted its 

features by the local binary pattern (LBP) algorithm and produced 59 

features. The performance results are different values of accuracy, 

sensitivity and specificity for each type, and the best result is with the 

SVM classifier by the radial basic kernel function. 

2- Multilayer Perceptron Classifier (MLP): 

    Multilayer Perceptron (MLP) classifier is used to train the image 

that extracted its features by two algorithms, which are the Histogram 

Oriented Gradients (HOG) and local binary pattern (LBP) algorithms. 

In the addition, this MLP classifier is used in the testing phase to test 

the image that extracted its features by two algorithms as HOG and 

LBP.  

 
Figure 7:  Multilayer Perceptron (MLP) classifiers 

 

     The researcher summarizes each method (MLP by HOG. MLP by 

LBP) of MLP separately as follows: 

- Multilayer Perceptron (MLP by HOG): 
     The Multilayer Perceptron (MLP) classifier is used to train the 
image whose features were extracted by the HOG algorithm. 36 
features are extracted by HOG algorithm as inputs in the input layer, 
where the number of neurons in the input layer = 36 features, the 
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number of neurons in the hidden layer from 18 to 36 (from half the 
number of features using HOG to the total number of features), (but it 
was stopped at the number of Neuron = 36) and the number of 
neurons in the output layer = 1 (normal bones = 0 and broken 
bones=1). The results are the different values for accuracy, sensitivity 
and specificity. According to the detailed results for each number of 
neuron, the best result is by MLP whit the number of neutrons in the 
hidden layer = 24.  

Sigmoid Function: This function that actives in the hidden layer in the 
training phase. The purpose of this function to determine the normal 
bones or broken bones (normal bones = 0 or broken bones = 1) then it 
compares results with the target output in the next layer (output layer). 

Liner Function: is function that actives in the output layer in the 
training phase and testing phase. 
The purpose of this function to determine the output as normal bones 
or Abnormal bones (normal bones = 0 or Abnormal bones = 1). 

- Multilayer Perceptron (MLP by LBP): 
     The MLP classifier is used to train the image that has extracted its 
features using the LBP algorithm. Consequently 59 features are 
extracted, where the number of neurons in the input layer = 59 
features, the number of neurons in the hidden layer from 30 to 60 
(from half the number of features using LBP to the total number of 
features), (it was stopped at the number of Neuron = 60) and the 
number of neurons in the output layer = 1 (normal bones = 0 and 
broken bones = 1). The results are the different values for accuracy, 
sensitivity and specificity according to the detailed results for each the 
number of neurons, the best result is by MLP when the number of 
neutrons in the hidden layer = 38 
 

RESULTS AND DISCUSSION: 
- Training phase: 
     The dataset which totally contains 1170 X-Ray bone images are 
partitioned into 936 X-Ray for the system training phase and 234.  
X-Ray images for the system testing phase. For Training phases 245 
images of broken bones and 691 as normal bones were used. 

- Testing phase: 
     For testing phases 234 images were used (154 images of broken 
bones and 80 as normal bones). 
 

RESULTS: 
The researcher discussed four distinct variables, namely true positive, 
false positive, true negative and false negative. Additionally, it is 
defined as follows: 
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-  True Positive, TP - A correct detection which indicates the presence 
of a particular condition. 

-  False Positive, FP - An incorrect detection which indicates the 
presence of a particular condition while the condition is absent. 

-  True Negative, TN - A correct detection which indicates the absence 
of a particular condition. 

-  False Negative, FN - The detection of an absence of the particular 
condition, while the condition is present. All that is showing in the 
next table. 

Table 1: The truth table (confusion matrix) with two classes (NORMAL, ABNORMAL): 

ACTUALGROUP 

PREDICATED GROUP 

NORMA L 

(NOFRACTURE) 

ABNORMAL 

(FRACTURE) 

NORMAL (NO FRACTURE) TP FP 

ABNORMAL(FRACTURE) FN TN 
 

Accuracy =
TP + TN

TP + TN + FP + FN
× 100% 

 

Specificity =
TN

FP +  TN
× 100% 

 

Sensitivity =
TP

TP +  FN
× 100% 

 

In general, sensitivity points out, how well model characterizes 
positive cases and specificity computes how well it identifies the 
negative cases. While accuracy is predicted to measure how well it 
characterizes both categories. Therefore, if both sensitivity and 
specificity are high (low), accuracy will be high (low). But, if any one 
of the measures, sensitivity or specificity is high and other is low, then 
accuracy will be prejudiced towards one of them. For this reason, 
accuracy single cannot be a good performance measure [34]. 
 

Classification Results and Discussion: 
     The researcher will explain the results of each classifier separately 
as follows: 

- Support Vector Machine (SVM) Classifier: 
      In this work, the Histogram Oriented Gradients (HOG) algorithm 
are used for features extraction by SVM classifier, and the Local 
Binary Pattern (LBP) algorithm is used for features extraction by 
SVM classifier as follows. 

- SVM Classifier using HOG: 
     Dataset are trained by using HOG process. HOG is used for 
features execration as 36 features. Test has been carried out after 
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training process only with test dataset. HOG algorithm is used for 
features extraction by SVM classifier. 
 

Table 2: The result of SVM using HOG by different kernel function with test dataset 

Characteristi

c 
Linear Quadratic Polynomial RBF 

Specificity 85 

 

86.44067797 

 

86.66666667 

 
85 

Sensitivity 85.97 

 

87.71929825 

 

87.71929825 

 

87.71929825 

 
Accuracy 85.47008547 

 

87.06896552 

 

87.17948718 

 
86.32478632 

 

With this algorithm (SVM using HOG) the accuracy that we got is 87.18% 

by the polynomial kernel function using in testing phase. This accuracy is 

the best result with SVM by the polynomial kernel function (see figure 8).  
 

 
Figure 8: The result of SVM using HOG by different kernel function with test dataset 

 

- SVM Classifier Using LBP: 
     In this work, the Local Binary Pattern (LBP) is used for features 

extraction by SVM classifier.  

Dataset are trained using LBP process for features execration as 59 

features.  
Table 3: The result of SVM using LBP by different kernel function with test dataset 

Characteristic Linear Quadratic Polynomial RBF 

Specificity 97.91666667 

 

85 

 

97.6744186 

 

97.91666667 

 Sensitivity 88.88888889 

 

87.71929825 

 

86.95652174 

 

97.77777778 

 Accuracy 93.5483871 

 

86.32478632 

 

92.13483146 

 

97.84946237 

 

 
Figure 9: Graph is illustrating that SVM using LBP by different kernel 

function with test dataset. 
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The above table shows the best accuracy in SVM using LBP by RBF 
kernel function. Accuracy is 97.85 % by RBF kernel function using as 
the best results. 
Referring to the previous results of SVM classifier and comparing 
them with all Kernel Function types, it is illustrated that SVM using 
LBP by RBF kernel function has the best results as shows in the 
following table. 
The following table shows the best accuracy in SVM using LBP by 
RBF kernel function. It is find out that the probability of detecting true 
positive (Sensitivity) is 97.78%, whereas the detecting rate of true 
negative (Specificity)is 97.92% and the detecting rate of all correct 
cases(Accuracy) is 97.85 % by RBF kernel function using as the best 
results. 

Table 4: The best accuracy for SVM Classifier Using LBP by RBF kernel 

function with test dataset 

SVM using RBF kernel 

Specificity d / (c+d) 97.91666667 

 Sensitivity a / (a+b) 97.77777778 

 Accuracy (a+d) / (P+N) 97.84946237 

  

Multilayer perceptron (MLP) Classifier: 
     Multilayer perceptron (MLP) classifier is used to train the image 
that extracted its features by using two methods as HOG and LBP, 
also this classifier is used in the testing phase to test the image that 
extracted its features by using two methods as HOG and LBP, then the 
researcher summarized each method separately as follows 

- Multilayer Perceptron (MLP) Using HOG: 
     The researcher got results such as specificity, sensitivity and 
accuracy for each neuron number by HOG using. Number of neuron 
in the hidden layer =24 which considered the best results (specificity, 
sensitivity and accuracy) in MLP as follows in Table4.5. 
Table5: The Number of neuron in hidden layer =24 which considered the best 

results (specificity, sensitivity and accuracy) in MLP. 

accuracy Sensitivity Specificity Number Of Neuron In Hidden Layer 

96.15384615 96.46017699 95.8677686 18 

97.00854701 98.2300885 95.8677686 19 

96.58119658 95.57522124 97.52066116 20 

97.00854701 99.11504425 95.04132231 21 

97.43589744 99.11504425 95.8677686 22 

97.00854701 97.34513274 96.69421488 23 

98.29059829 99.11504425 97.52066116 24 

97.86324786 98.2300885 97.52066116 25 
97.00854701 98.2300885 97.52066116 26 

97.43589744 99.11504425 95.8677686 27 



 م2022ر ـــايـــ(، ين1دد)ــــــلعا(،  5د)ـــــالمجل       بيقية     ـة والتطــانيــوم الإنســعيد للعلـــة الســلـمج  

 

257 
 

  Najat Al-Shara'abi, Dr. Nashwan Al-khulaidi          Long Bone Fracture Detection… 

accuracy Sensitivity Specificity Number Of Neuron In Hidden Layer 

96.15384615 98.2300885 95.8677686 28 

97.43589744 99.11504425 94.21487603 29 

96.58119658 98.2300885 95.8677686 30 

95.72649573 96.46017699 95.04132231 31 

96.58119658 97.34513274 95.04132231 32 

93.28358209 84.61538462 95.8677686 33 

97.86324786 100 94.21487603 34 

95.2991453 96.46017699 95.8677686 35 

97.86324786 98.2300885 94.21487603 36 

 
Figure 11: Graph is illustrating that the Number of neuron in hidden layer =24 

which considered the best results (specificity=97.52, sensitivity=99.12 

and accuracy =98.29) in MLP by using HOG 

Discussion: 

     From above figure (figure 4.8), the curve is constructed using the 

specificity, sensitivity and accuracy. From the binary classification 

system for the long bone fracture detection, there four variables that 

are considered for specificity, sensitivity and accuracy, this variables 

are true positive, false negative, false positive and true negative. 

Consequently, that the number of neuron in hidden layer =24 which 

considered the best results (specificity=97.52, sensitivity=99.12 and 

accuracy =98.29) in MLP by using HOG. 

- Multilayer Perceptron (MLP) USING LBP: 

     The MLP classifier is used to train the image that has extracted its 

features using the LBP algorithm. 59 features are extracted, where the 

number of neurons in the input layer = 59 features, the number of 

neurons in the hidden layer from 30 to 60 (from half the number of 

features using LBP to the total number of features). The results are the 

different values for accuracy, sensitivity and specificity according to 

the detailed results for each the number of neurons, the best result is 

by MLP when the number of neutrons in the hidden layer = 38. The 
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researcher gets results such as specificity, sensitivity and accuracy for 

each neuron value by using LBP as follows in Table (6). 
 

Table 6: The Number of neuron in hidden layer =38 which considered the best 

results (specificity, sensitivity and accuracy) in MLP 
 

Accuracy Sensitivity Specificity 
Number of 

Neuron 

97.86324786 100 95.8677686 30 

98.29059829 99.11504425 97.52066116 31 

98.29059829 99.11504425 97.52066116 32 

97.86324786 100 95.8677686 33 

96.58119658 99.11504425 94.21487603 34 

98.29059829 99.11504425 97.52066116 35 

98.29059829 100 96.69421488 36 

98.29059829 99.11504425 97.52066116 37 

99.14529915 100 98.34710744 38 

97.43589744 96.46017699 98.34710744 39 

96.58119658 96.46017699 96.69421488 40 

97.43589744 99.11504425 95.8677686 41 

97.43589744 97.34513274 97.52066116 42 

98.29059829 98.2300885 98.34710744 43 

94.7761194 84.61538462 95.8677686 44 

97.08333333 97.4789916 96.69421488 45 

96.15384615 99.11504425 93.38842975 46 

97.43589744 99.11504425 95.8677686 47 

96.58119658 99.11504425 94.21487603 48 

96.15384615 100 92.56198347 49 

98.71794872 100 97.52066116 50 

97.43589744 97.34513274 97.52066116 51 

98.71794872 100 97.52066116 52 

97.00854701 99.11504425 95.04132231 53 

95.72649573 95.57522124 95.8677686 54 

98.29059829 99.11504425 97.52066116 55 

97.00854701 98.2300885 95.8677686 56 

97.00854701 99.11504425 95.04132231 57 

95.2991453 99.11504425 91.73553719 58 

97.00854701 99.11504425 95.04132231 59 

97.86324786 98.2300885 97.52066116 60 
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Figure 12: Graph is illustrating that the Number of neuron in hidden layer =38 

which considered the best results (specificity=98.35, sensitivity=100 and 

accuracy =99.15) in MLP. 

Discussion: 

From the above Figure, we can see that the best results by MLP using 

LBP with number of neuron in hidden layer =38 which considered the 

best results in MLP. There are the best results as Sensitivity, 

Specificity and Accuracy are 100, 98.35 and 99.15 percent respect by 

MLP. MLP using LBP has the best results. Therefore, It is must use 

for the long bone fracture detection system using machine learning. 
Table 7: The Number of neuron in hidden layer =38 which considered the best 

results (specificity, sensitivity and accuracy) in MLP 

Accuracy Sensitivity Specificity Number of Neuron 

99.14529915 100 98.34710744 38 

 

 

 

 

 
 

Figure 13: The neural network which Number of neuron in hidden layer =38 

which considered the best result in MLP 

Referring to the previous results of MLP classifier and comparing 

them with all algorithms (HOG, LBP), it is illustrated that MLP using 

LBP with number of neuron in the hidden layer =38 has the best 

results as shows in the following table. 
 

The Best Result: 

     Referring to the previous results of SVM classifier and MLP 

classifier, then comparing them with all algorithms (HOG, LBP), it is 
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illustrated that MLP using LBP with number of neuron in the hidden 

layer =38 has the best results as shows in the following table 

We obtained a the best results by MLP using LBP. There are the best 

results as Sensitivity, Specificity and Accuracy are 100, 98.35 and 

99.15 percent as show in the following table.  
Table 8: Shows the best accuracy in MLP using LBP 

Classifiers SVM MLP 

Specificity 97.91666667 

 
98.34710744 

Sensitivity 97.77777778 

 
100 

Accuracy 97.84946237 

 
99.14529915 

 Discussion: 

    From the above table we can see that the best results of MLP, We 

obtained a the best results by MLP using LBP. There are the best 

results as Sensitivity, Specificity and Accuracy are 100, 98.35 and 

99.15 percent by MLP. MLP classifiers has the best results. Therefore, 

It is must use for the long bone fracture detection system using 

machine learning. 

 

 
 

Figure 14: The best results by classifiers compression, that MLP classifiers is considered 

the best results (specificity=98.35, sensitivity=100 and accuracy =99.15) by using LBP. 
 

From the above figure we can see that the best results of MLP, We 
obtained a the best results by MLP using LBP. There are the best 
results as Sensitivity, Specificity and Accuracy are 100, 98.35and 
99.15 percent by MLP. MLP classifiers have the best results. 
Therefore, it is must use for the long bone fracture detection system 
using machine learning.  
 

Recommendations: 
Finally, this study has reached to the following recommendations: 
1- Collecting a larger dataset. 
2- The modern software techniques are used in designing a system for 

detecting bone fractures Such as Python languages  
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3- Extracting features for larger images 

4- Using other classifiers such as CNN after dataset has grown up 

with machine learning upgrade 

5- Using deep learning technology. 
 

Future work as follows:  
1- The system can be developed using deep learning technology 
2- An online system can be designed and connected to a network, then 

a bone fracture is examined and detected. 
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